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Abstract  
 
This study presents the results of applying supervised feature selection algorithms in the selection of the most important traits contributing 
to the maximum kernel water content (MKWC) as a major yield component. Data were obtained from a field experiment conducted 
during 2008 growing season, at the Experimental Farm of the College of Agriculture, Shiraz University, and from the literature. 
Experiments on the subject of sink/source relationships in maize were collected from twelve fields (as records) of different parts of the 
world, differing in 23 characteristics (features). The feature selection algorithm demonstrated that 15 features including: planting date 
(days), countries (Iran, Argentina, India, USA, Canada), hybrid types, Phosphorous fertilizer applied  (kg ha-1), final kernel weight (mg), 
soil type, season duration (days), days to silking, leaf dry weight (g plant-1), mean kernel weight (mg), cob dry weight (g plant-1), kernel 
number per ear, grain yield (g m-2), nitrogen applied (kg ha-1), and duration of the grain filling period (0C day) were the most effective 
traits in determining maximum kernel water content. Among the effective traits (features), planting date (days) revealed to be the critical 
one. Hybrids and countries were the second most important affecting factors on the maize kernel water content. For the first time, our 
results showed that features classification by supervised feature selection algorithms can provide a comprehensive view on distinguishing 
the important traits which contribute to maize kernel water content and yield. This study opened a new vista in maize physiology using 
feature selection and data mining methods and would be beneficial to newcomers of this field. 

 
Keywords: Data mining, Feature selection algorithms, Zea mays L., Maximum kernel water content. 
Abbreviation: ANOVA, analysis of variance; KGR, kernel growth rate; K, potassium fertilizer applied; MKWC, maximum kernel water 
content; MC, moisture content; N, nitrogen fertilizer applied; P, Phosphorous fertilizer applied; RCBD, randomized complete block 
design.  
 
Introduction 
 
Data mining, using various methodologies, has been developed 
by both commercial and research centers. These techniques are 
used for industrial, commercial, and scientific purposes 
(Ebrahimi and Ebrahimie, 2010; Ebrahimi et al., 2010). 
Recently, agricultural and biological research studies have used 
various techniques of data mining for analyzing large data sets 
and establishing useful classification patterns in data sets. 
However, regarding its novelty and diverse branches, data 
mining methods are still supposed to bring more fruitful results 
(Matsumoto, 1998; Cunningham and Holmes, 1999; Hsiao et 
al., 2006; Amiri Chayjan, 2010; Ebrahimi and Mollazade, 
2010). Data mining problems often involve hundreds, or even 
thousands, of variables. As a result, the majority of spent time 
and effort in the model-building process involves examining 
which variables to include in the model. Feature selection 
allows the variable set to be reduced in size, creating a more 
manageable set of attributes for modeling (Liu and Motoda, 
2008). Feature selection has been an active research area in 
pattern recognition, statistics, and data mining communities.  

The main idea of feature selection is to choose a subset of input 
variables by eliminating features with little or no predictive 
information (Handl and Knowles, 2006; Liu and Motoda, 2008; 
Bijanzadeh et al., 2010). The use of this method enables more 
complex data to be analyzed, compared to other methods (e.g. 
statistical techniques), particularly when the feature space is 
complex and all data do not follow the same distribution pattern 
(Drummond et al., 2002; Gautam et al., 2006). There are two 
types of feature selection algorithms: supervised and 
unsupervised. Supervised feature selection algorithms rely on 
measures that take into account the class information. A well-
known measure is information gain, which is widely used in 
feature selection (Dash and Liu, 1997). For feature selection in 
unsupervised learning, learning algorithms are designed to find 
natural grouping of the examples in the feature space. Thus 
feature selection in unsupervised learning aims to find a good 
subset of features that forms high quality of clusters for a given 
number of clusters (Dy and Brodley, 2004; Liu and Motoda, 
2008).  Many  factors  such as planting date, soil type, fertilizer,  
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Table 1.  Authors information, locations and  type of manipulative treatments of many literature data that were used for feature selection 
model of MKWC in maize   
 

Type of treatment Country Authors 
Defoliation, plant densities, hybrids  Iran PhD thesis project-Avat Shekoofa et al. (2008-2009) 
Defoliation, Restricted pollination Argentina Sala et al. (2007) 
Hybrids Argentina Gambín et al. (2006) 
Plant densities, hybrids Argentina Gambín et al. (2007) 
Hybrids India Khanna-Chopra and Maheswari (1998) 
Plant densities, Restricted pollination,  
hybrids 

USA Borrás et al. (2003) 

Hybrids, nitrogen levels Argentina Melchiori and Caviglia (2008) 
Defoliation, kernel removal USA Jones and Simmons (1982) 
Hybrids Canada Subedi and Ma (2005) 
Plant densities, Restricted pollination, 
hybrids 

USA Borrás and Westgate (2006) 

Shading, thinning,  hybrids Argentina Gambín et al. (2008) 
Hybrids USA Brown et al. (1996) 

Table 2.  Feature selection classification on maximum kernel water content dataset and estimated important and unimportant inputs. 
Build setting of feature selection included as: use partitioned data: false, screen variability: true, min coefficient of variation: 0.0, max 
percentage of records in a single category: 90.0, screen for missing values: true , max percentage of missing values: 75.0, max number of 
categories as a percentage of records: 95.0, screen standard deviation: true, min standard deviation: 0.0, base the p-value (importance) for 
categorical predictors on: Pearson, low importance from 0.0 and up to: 0.9, medium importance above and up to: 0.95 
 

 Rank Field Type Importance Value  N°articles 
True 1 Planting date (days) Set Important 1.0 10 
True 2 Hybrids  Set Important 1.0 12 
True 3 Countries  Set Important 1.0 12 
True 4 P applied (kg/ha)  Range Important 1.0 3 
True 5 Final kernel weight (mg) Range Important 1.0 10 
True 6 Soil type Set Important 1.0 5 
True 7 Season duration (days) Range Important 1.0 4 
True 8 Days to silking Range Important 1.0 4 
True 9 Leaf dry weight (g/plant) Range Important 1.0 3 
True 10 Mean kernel weight (mg) Range Important 1.0 8 
True 11 Cob dry weight (g/plant) Range Important 1.0 3 
True 12 Kernel number per ear Range Important 0.999 11 
True 13 Grain yield (g/m2) Range Important 0.996 6 
True 14 N applied (kg/ha)  Range Important 0.98 11 
True 15 Duration of the grain filling period ( 0C day) Range Important 0.962 9 
False 16 Genotype type Set Unimportant 0.868 7 
False 17 Density (plant/ha) Range Unimportant 0.848 10 
False 18 Kernel dry weight( mg) Range Unimportant 0.702 3 
False 19 Kernel growth rate (mg 0C day-1) Range Unimportant 0.651 6 
False 20 stem dry weight (g/plant) Range Unimportant 0.444 3 
False 21 Defoliation Set Unimportant 0.413 6 
False 22 Soil pH Range Unimportant 0.130 3 
False 23 K applied (kg/ha)  Range Unimportant 0.113 3 

       



 

 
164

location, hybrid, season duration, etc. are all affecting yield and 
yield components of a grain crop. In this investigation, 
supervised feature selection algorithms were applied to select 
the most important traits (features) contributing to maximum 
kernel water content (MKWC) as a major yield component in 
maize (among a large number traits). The maize kernel 
undergoes large changes in water content during its 
development. Final kernel weight is closely related to MKWC 
(Saini and Westgate, 2000; Borrás et al., 2003). The 
mechanisms by which kernel water relations might regulate 

kernel development have not yet been established, however, a 
close coordination between dry matter accumulation, water 
content development, assimilate supply and crop husbandry has 
been reported (Borrás and Westgate, 2006; Melchiori and 
Caviglia, 2008). Kernel biomass accumulation stops when 
kernels reach a critical percent moisture content (MC) value 
(around 36% for maize), indicating the importance of 
maintaining a kernel water status above this critical one for 
increasing the duration of grain filling (Egli, 1990). Moreover, 
the kernel developmental stage during grain filling can be 
estimated by measuring kernel percent MC (Borrás and 
Westgate, 2006). Before invention of data mining methods, 
analyzing the results from one or two experiments was a 
common practice to achieve conclusions. In contrast, feature 
selection provided the opportunity to study the wide range of 
growing conditions by analyzing data from literature. The aim 
of our study was to shed light on the relationships between 
kernel water content, maize physiological process, and different 
field conditions using supervised feature selection method. 
Understanding these relationships play a critical role in 
predicting kernel weight responses when favorable and 
unfavorable growth conditions occur during the reproductive 
growth of maize crops. We thus expect to build an intelligent 
agricultural information system to assist the experts and to help 
an improvement on agricultural technologies.  

 
Materials and methods 
 
Data collection  
 
Data presented in this study was collected from the literature on 
the subject of sink/source relationships in maize (Table 1). In 
addition, data was also obtained from the experiment carried 
out without any discernible nutrient or water limitations during 
2008 growing season, at the Experimental Farm of the College 
of Agriculture, Shiraz University, Badjgah, (29° 50´ N and 52° 
46´ E; elevation: 1810 m above mean sea level). The 
experimental design was a randomized complete block design 
(RCBD) with three replicates and treatments designed in a split-
split plot arrangement. Three hybrids (370, Maxima 524 and 
704) were the main plots, the plant densities (75 000, 85 000 
and 95 000 plants ha-1) were allocated to subplots, and 
defoliation (control-without defoliation, 50% of defoliation at 
25, and 35 days after silking) in the sub-subplots.  
 
Target features 
 
Consequently, twelve records with 23 features including 
Phosphorous (P) applied (kg ha-1), final kernel weight (mg), 
grain yield (g m-2), season duration (days), days to silking, leaf 
dry weight (g plant-1), mean kernel weight (mg), cob dry weight 

(g plant-1), kernel number per ear, nitrogen (N) applied (kg ha-

1), plant density (plant ha-1), stem dry weight (g plant-1), kernel 
dry weight (mg), duration of the grain filling period (0C day), 
kernel growth rate (mg 0C day-1), soil pH, potassium (K) 
applied (kg ha-1), location, hybrid name, hybrid type, 
defoliation, planting date, and soil type with the MKWC were 
recorded. The MKWC was set as output variable and the rest of 
variables as input variables.  
 
Feature selection procedures  
 
Here, we applied feature selection algorithm to recognize those 
attributes that have any strong correlation with MKWC. The 
algorithm considered one attribute at a time to see how well 
each predictor alone predicts the target variable (output). The 
general feature selection process is illustrated in Fig. 1. The 
importance value of each variable was then calculated as (1- p) 
where p was the p value of the appropriate test of association 
between the candidate predictor and the target variable. The 
association test for categorized output variables (e.g., MKWC) 
was different from the test for continuous ones. When the target 
value was continuous, p values based on the F statistic were 
used. If some predictors are continuous and some are 
categorical in the dataset, the criterion for continuous predictors 
is still based on the p value from a transformation and that for 
categorical predictors from the F statistic. Predictors are ranked 
by the following rules: (1) Sort predictors by p value in 
ascending order. (2) If ties occur, follow the rules for breaking 
ties among all categorical and all continuous predictors 
separately, then sort these two groups (categorical predictor 
group and continuous predictor group) by the data file order of 
their first predictors (Liu and Motoda, 2008; Clementine® 11.0 
Algorithms Guide). 
 
Statistical analysis 
 
The idea was to perform a one-way ANOVA and F test for each 
predictor; otherwise, the p value was based on the asymptotic t 
distribution of a transformation on the Pearson correlation 
coefficient.  When some-but not all-predictors are categorical 
and the target is also categorical, importance can be ranked 
based on either the Pearson or likelihood-ratio chi-square.  The 
predictors were then labeled as ‘important’, ‘marginal’, and 
‘unimportant’ with values above 0.95, between 0.95 and 0.90, 
and below 0.90, respectively. In spite of feature selection that 
was used to reduce the complexity of input parameters by 
eliminating marginally important and/or unimportant predictors, 
classification was used in an innovative way to reduce the 
complexity of output variable MKWC by converting it from a 
continuous variable with an unrestricted number of possible 
values to a flag variable with possible variables of ‘True’ or 
‘False’.  
 
Results and discussion  
 
This work was motivated by the research on feature selection 
algorithm. Features classification (Table 2) indicated that 
among 23 tested features, 15 features were the most important 
features related to the MKWC pattern recognition (Table 2). 
These included planting date, countries, hybrids, P applied, 
final  kernel  weight,  soil type, season duration, days to silking,  
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leaf dry weight, mean kernel weight, cob dry weight with 1.0 
value, and kernel number per ear (0.999 value), grain yield 
(0.996 value), N applied (0.98 value), and duration of the grain 
filling period (0.962 value). The rest of features included as 
hybrid type (0.868 value), plant density (0.848 value), kernel 
dry weight (0.702 value), kernel growth rate (0.651 value), stem 
dry weight (0.444 value), defoliation (0.413 value), soil pH, and 
K applied revealed to be unimportant features. We found that 
the classifier performance improved by eliminating redundant 
features (Table 2). In our study, redundant features were 
genotype, density (plant ha-1), kernel dry weight (mg), kernel 
growth rate (mg 0C day-1), stem dry weight (g plant-1), 
defoliation, soil pH, K applied (kg ha-1). The results showed 
that planting date, hybrids, and countries (1.0 value) were the 
most important effective traits on MKWC (Table 2). The 
relationship between one important management decision, 
planting date, and yield potential has been previously 
documented by Lauer et al. 1999 and Nielsen et al. 2002. In 
spite of the fact that kernel number per unit land area is the 
most important yield component, MKWC related to kernel dry 
weight is also an important contributor to grain yield (Saini and 
Westgate, 2000; Gambín et al., 2008). It should be noted that 
when the source capacity of the crop was reduced during grain 
filling,  the  developmental  pattern of kernel water content  was  
 

 
 
not as seriously affected as was final kernel weight (Sala et al., 
2007). In nine locations, there was a significant (P< 0.01) 
relationship between the planting dates and MKWC (Table 3). 
In many of these nine locations such as, INTA-Parana-
Argentina, Ames-IA-USA, Bruner-Iowa Stat University-Ames, 
INTA-Balcarce-Buenos Aires-Argentina, Department of Plant 
Production at the University of Buenos Aires, and Badjgah-
Shiraz-Iran, there were a significant relationship between early, 
average and late planting date (such as, 1 October, 8 October, 
15 October, 23 September and late December) with MKWC 
(Table 3). According to the applied feature selection algorithms, 
the planting date, (with 1.0 value) was the most effective 
feature. The MKWC of maize kernel in early planting date (1 
October) was (51.11%) more than the late planting date (late 
December). Nielsen et al., (2002) and Kucharik, (2008) 
reported that planting date and countries were strongly 
correlated to the yield and yield components of maize. This 
result showed the impact of planting date on grain yield. More 
studies are needed to quantify the specific effects of crop 
management, biophysical changes on yield and yield 
component, and chemical changes effects on both management 
decisions and productivity. The results of this research 
suggested  that  classifying by feature selection algorithm might  

Table 3. Results of General liner models between maize planting date (days) and maximum kernel water content (MKWC) (mg). 
Statistics are reported for planting date that had a significant relationship (P<0.01) between differences of planting date and MKWC 

Location Planting date (days) P value 
Department of Plant Production at the University of Buenos Aires 1 October   
INTA-Balcarce-Buenos Aires-Argentina  15 October 0.0000 
Department of Plant Production at the University of Buenos Aires  23 September 0.0522 
Department of Plant Production at the University of Buenos Aires  8  October 0.0001 
INTA-Parana-Argentina  late December 0.0000 
INTA-Parana-Argentina  mid  September 0.0000 
INTA-Balcarce-Buenos Aires-Argentina 15 October   
Department of Plant Production at the University of Buenos Aires  23 September 0.0031 
Department of Plant Production at the University of Buenos Aires  8  October 0.0129 
INTA-Parana-Argentina  late December 0.0000 
INTA-Parana-Argentina  mid  September 0.0000 
Department of Plant Production at the University of Buenos Aires 23 September   
Department of Plant Production at the University of Buenos Aires  8  October 0.0673 
INTA-Parana-Argentina  late December 0.0000 
INTA-Parana-Argentina  mid  September 0.0000 
Department of Plant Production at the University of Buenos Aires 8  October   
INTA-Parana-Argentina  late December 0.0000 
INTA-Parana-Argentina  mid  September 0.0000 
INTA-Parana-Argentina late December   
INTA-Parana-Argentina  mid  September 0.9110 
Ames-IA-USA 10 May   
Bruner-Iowa Stat University-Ames  11 May 0.9854 
Ames-IA-USA  29 May 0.1483 
Badjgah-Shiraz-Iran  5 June 0.1834 
Bruner-Iowa Stat University-Ames 11 May   
Ames-IA-USA  29 May 0.3140 
Badjgah-Shiraz-Iran  5 June 0.5208 
Ames-IA-USA 29 May   
Badjgah-Shiraz-Iran  5 June 0.8036 
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Fig 1. General procedure of feature selection (Dash and Liu, 

1997) 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2. Scatter plot of maximum kernel water content (MKWC) 
and final kernel weight of maize in this work. Best-fit linear 
regression is plotted in case where the relationship was 
significant at P<0.01 
 
 
be an effective tool for the comparison of features such as 
hybrids, countries, fertilizers, and yield components (mean 
kernel weight, final kernel weight, etc.) within the different 
study areas. Selection of the appropriate hybrids is an important 
cultural practice. In this study, the average MKWC of maize 
kernel showed a range from 137.33 (mg) in DK 752 hybrid to 
maximum 304.5 (mg) in Ax842 MG hybrid), 304.5 (mg). Some 
of the countries of this research, a significant relationship 
(P<0.05) existed between hybrids and MKWC (data not 
shown). Final kernel weight and kernel number per ear (KNPE) 
were two the most relevant traits with 1.0 value affecting 
severely on MKWC (Table 2). Our result showed that final 
kernel weight was correlated with maximum kernel water 
content (R2=0.45, P<0.0001) (Fig. 2). This finding is consistent 
with previous reports where water content was used as an early 
estimator of final kernel weight (Saini and Westgate, 2000; 
Borrás et al., 2003). Cob dry weight, leaf dry weight, and 
MKWC have shown to be closely related (Table 2). The 
relationship between final kernel weight and grain yield has 
been demonstrated by some researchers e.g. Khanna-Chopra 
and Maheswari, (1998) and Subedi and Ma (2005). It is 

probable that kernels adjust their weight by receiving 
assimilates or remobilization from the cob and leaf in the end of 
growing season. Modifications in kernel weight can be 
explained by changes in kernel growth rate, which was closely 

correlated to maximum water content during rapid grain filling. 
Several studies of commercial maize germplasm have shown 
how kernel water accumulation can be used to normalize 
genotypic variation in kernel development and predict 
environmental effects on kernel growth (Borrás and Westgate, 
2006; Gambín et al., 2007; Borrás et al., 2009). Because maize 
kernels increase water content before rapid accumulation of 
reserves, the maximum achieved water content in early 
development provides a fairly accurate estimate of potential 
kernel size and is closely related to the kernel growth rate 
(KGR) (Borrás et al., 2003; Borrás and Westgate, 2006; Borrás 
et al., 2009).  Kernel water concentration has further been used 
with good success for estimating the percent of maximum 
kernel weight, achieved at any grain-filling stage in different 
species (Schnyder and Baum, 1992; Borrás et al., 2003). From 
the results presented in this research, it seems that a subset (15 
features) of final kernel weight traits of the original traits (23 
features) can be assumed as the relevant important traits of the 
MKWC samples. Understanding the metabolic factors 
determining how maximum kernel water content is achieved 

and regulated is essential to increase sink strength under 
favorable conditions in future works. Another interesting item 
rising from this research is the fact that different features can be 
found, providing the same percentage of right classification 
(Table 2). The features selected by the feature selection 
algorithm corresponding to one possible solution, will give 
information to agronomists as to what traits are more relevant 
for MKWC. In conclusion, a supervised feature selection has 
been used in this paper to reduce the time and cost of feature 
acquisition, as well as reducing classifier training and testing 
time providing more understandable results. The study also 
showed that feature selection algorithm provided better 
accuracies for predicting the more relevant features present in 
MKWC (maximum kernel water content) of maize yield 
components. Feature selection is also helpful in improving 
classifier accuracy, provided that noisy, irrelevant or redundant 
features are eliminated. Our results recommended that feature 
classification by supervised feature selection algorithm may be 
a suitable option for determining the important features such as 
planting date, location, hybrids, final kernel weight, grain yield, 
mean kernel weight, cob dry weight, etc. The aim of our 
complementary works is to identify a more efficient and 
computationally stable technique for determining values of 
important features among all inputs. The weak point of 
analyzing the result of just one experiment (one field) is that 
commonly, the outcome of this experiment is strong and 
reliable just for that specified condition. In fact, in many cases, 
it is not possible to extend the data of separate experiments 
providing conflicting results. The results of this study showed 
that feature classification by using supervised feature selection 
algorithms is a suitable option for determining the important 
features contributing to MKWC providing a comprehensive 
view about this trait. Determining critical key features is 
valuable for maize grain yield improvement in the maize-
producing countries. This is the first work in identifying the 
most important factors on maize grain yield from many fields in 
the world by using supervised feature selection algorithm. 
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Finally, the algorithm was applied to be modified to use for 
other applications and can use any number of parameters. 

 
Conclusions 
 
Although traditional statistical methods have been already 
applied in agricultural experiments, we expect recent supervised 
feature selection methods to bring still more fruitful results. The 
main advantages of feature selection methods are the reduction 
of the data processing time, decrement in the requirements of 
data storage space, decreasing in the cost of data acquirement 
and the most important, it allows to select a subset of the 
original features which contribute with the largest amount of 
information for a particular problem (reduction in the 
dimensionality of the input data).  As such, Supervised Feature 
Selection Methods is an interesting tool available to define 
critical crop physiological traits. However, and as shown in this 
article, it was not able to provide outcomes physiologists are 
not able to detect with simple field experiments. The fact that 
planting date is a critical issue for KMWC is already known by 
physiologist and breeders, and current farming practices have 
already identified the optimum planting date for every 
production area. 
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